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The first 10 years of PULP Platform and open source HW

Integrated Systems Laboratory (ETH Zurich)

Frank K. Gurkaynak kgf@iis.ee.ethz.ch

@pulp_platform

PULP Platform pulp-platform.org < e
Open Source Hardware, the way it should be! youtube.com/pulp_platform »




We started almost excatly 10 years ago (April 2013) 0%

* Investigating new computing architectures

* Efficient over a wide range from loT applications to HPC systems

* Key points

 Parallel processing

Near threshold computing P

Efficient switching between operating modes

Making best use of technology pl_l I_p

Heterogeneous acceleration

 Parallel Ultra Low-Power (PULP) platform was born

TS
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You need a 'core’ to build computer architectures Q%

* Initially we did not want to design our own processors
« Wanted to use available processors (ARC, ARM.. )

* It proved difficult to design systems that we could share with our
collaborators

+ Then we used OpenRISC cores (2013-2015) QOPG"CO"ES

WINW, 0P ENEOrES.0rg

* We had to completely redesign and optimize these cores

 We moved to RISC-V starting in 2015
« Adapted the decoder of our optimized OpenRISC core : 4 RISC
* Make use of a growing SW development environment
* ETH is one of the founding members of the RISC-V foundation

ETHzirich (0 sy
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Our research focus: cluster-based many-core accelerators ¥

Innovation factors
High-speed on-chip interconnect (NoC, AXI, other..)

Extensions to processor cores

* Explore new extensions External L2

. : : Memory HigrelaEisy mem mem mem mem mem mem
* Efficient Implementatlons Controller il bank bank bank bank bank bank
Shared-memory Accelerators L2 memory DMA Tightly coupled data memory interconnect |

* Domain specific

12 computel [computel [computel [compute ACC ACC
* Local memory H Support Accelerator core core core core it i3
Multiple computing clusters =

. . . Instruction Cache
« Communication Peripherals Acce;elvtl'ator Cluster 1

* Synchronization

J
| | |
Support Additional Computing cluster with tightly coupled accelerators
Infrastructure  accelerators

TS
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Today the PULP team has grown to more than 70 people Q%
 Headed by Luca Benini

« Teams in both ETH Ziirich and University of Bologna
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In the last 20 years IC Design has changed a lot
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What used to be a complete chip is now a small part of a SoC
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There is so much that makes up a modern SoC

User-Space
Soft HETEROGENEOUS APPLICATION
oftware ACCELERATED KERNEL
Kernel-Space VIRTUAL MEMORY MANAGEMENT LIBRARY
LINUX KERNEL PuLP
Software ‘ DRIVER HW ABSTRACTION LIBRARY

HOST DOMAIN PULP CLUSTER

RISC-V core
L2 SPM MMU L1 SPM

Mem IS DS

AXI interconnect Interconnect

LLC + Mem ctrl /0 RV Y
32 32
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In a typical design, innovation is only in a limited scope ¢

User-Space

Software ACCELERATED KERNEL

Kernel-Space w0 VIRTUAL MEMORY MANAGEMENT LIBRARY
Software ’ LINUX KERNEL PULP
v DRIVER HW ABSTRACTION LIBRARY

Open-source silicon-proven SoC template helps concentrate work where it counts

LZ dPIVI VIVIU

Hardware

l___i___ll' ----------
I ExtMem I! SENSORS :

TS
Frank K. Gurkaynak - The first 10 years of PULP Platform and open source HW 9;

ETHziirich &



For us open source is a necessity to manage our projects! Q%

* Modern IC design is complex and expensive
« We need partners to help and collaborate

« We need support (IPs, donations) to realize designs

Open Source to the rescue

« Makes it easy to collaborate with external partners (both industrial and
academic)
 Less paperwork/NDAs to get started

 Partners see/are aware of what we provide
« What we do can be re-used (permissive licensing) by our partners

* Results can be more easily verified

ETH:zurich % swessmsmsigs Frank K. Giirkaynak - The first 10 years of PULP Platform and open source HW 10;;
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RISC-V has been a game changer for computer research Q%
m

RISC-V Foundation established in 2015

« ETH Zirich is a founding member

 More than 3’000 members

« Headquarters in Zurich

</

RISC

Nice ISA design, patent troll safe, extensible

« Huge momentum

ISA is essentially a document
« Defines 32/64/128 bit architectures

« What are the instructions, what effect do they have

ISA divided into several extensions

« Working groups decide and work on the definitions

« Several are ratified, work continues on others

ETHziirich

®

W v < P> O O =M | Om

Integer

Integer with 16 registers
Compressed Instructions
Multiplication

IEEE 32b floating point
IEEE 64b floating point
IEEE 128b floating point
Atomic instructions
Vector extensions
Packed SIMD extensions
Bit manipulation

and more

Frank K. Gurkaynak - The first 10 years of PULP Platform and open source HW ~ 11_ 2l



RISC-V is a game changer

It’s the Software, stupid!

= Toolchains GCC, LLVM

Emulators: QEMU, TinyEMU, Spike, Renode
Bootloaders: Coreboot, U-boot, BBL, OpenSBI
BINUTILS, GDB, OpenOCD, Glibc, Musl, Newlib

= System tools

= Language Runtimes C, C++, Fortran, GO, Rust, Java, Ocaml,

Linux: Fedora, OpenSUSE, Gentoo,
OpenEmbedded/Yocto, Buildroot, OpenWRT, FreeBSD
FreeRTOS, Zephyr, RTEMS, Xv6, HelenOS

= (QOperating Systems

11

https://wiki.riscv.org/display/HOME/RISC-V+Software+Ecosystem
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Are RISC-V processors better than XYZ?

* Actual performance depends on the implementation

« RISC-V does not specify implementation details (on purpose)

 Itis a modern design, should deliver comparable performance
 If implemented well, it should perform as good as other modern ISA implementations

* In our (ETH Zirich) experiments, we see no weaknesses when compared to other ISAs
* |t also is not magically 2x better

* High-end processor performance is not much about ISA

* Implementation details like technology capabilities, memory hierarchy, pipelining, and
power management are more important.

Frank K. Gurkaynak - The first 10 years of PULP Platform and open source HW 13 _S\eum'x



RISC-V foundation only defines the ISA

* The ISA is free, implementations can be done by anyone

« ETH Zurich specializes in efficient SystemVerilog based open source implementations
« RI5CY/CV32E40P: 32bit Micro-processor with DSP extensions (maintained by OpenHW)
 |bex: 32bit minimal processor (maintained by LowRISC)
 Snitch: 32bit small core specialized for cluster based systems
« Ariane/CVA6: 64 bit Linux capable core (maintained by OpenHW)

« There are many others (SiFive, Codasip, Andes, Frontgrade, lIT-Madras,.. and more)

* Implementations can also be commercial, it is only the ISA that is open

* The foundation is working on a set of compliance tools

* Only foundation members are allowed to officially call their implementations RISC-V

ETHzirich & o
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What PULP provides is a box of building blocks 0%

P

Logarithmic interconnect
APB - Peripheral Bus
AXI4 - Interconnect

) interconnect

c

c

: E E E

Single Core Multi-core Multi-cluster
* PULPino * OpenPULP * Occamy

* PULPissimo *  Mr. Wolf * Hero l
MAT TS
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PULP uses a permissive open source license

 All our development is on GitHub

« HDL source code, testbenches, software development kit, virtual platform

» Allows anyone to use, change, and make products without restrictions.

‘% pulp-platform

(1) Overview £l Repositories 238 [ Projects 1 (@ Packages A People 14

Heterogeneous Research Platform (HERO)

HERO is an FPGA-based research platform that enables accurate and fast exploration of heterogeneaus
computers consisting of programmable many-core accelerators and an application-class host CPU. Currently,
32-bit RISC-V cores are supported in the accelerator and 64-bit ARMvE or RISC-V cores as host CPU. HERO
allows to seamlessly share data between host and accelerator through a unified heterogeneous programming
Interface based on OpenMP 4.5 and a mixed-data-model, mixed-ISA heterogeneous compiler based on LLVM.

HERO's hardware architecture, shown below, combines a general-purpose host CPU (in the upper left corner)

Pinned

with a domain-specific programmable many-core accelerator (on the right side) so that data in the main memory
2 pulp * Publi 3 pulpissimo (Publ (in the lower left corner) can be shared effectively.
= ublic = ublic = -
e - = s ; . xy64 | HOst | xy64 | = c o] =24 =a| E=e| (2 =7 =9 32
This is the top-level project for the PULP Platform. It instantiates a This is the top-level project for the PULPissimo Platform. It instantiates Coreld CoreH-1/ L2 ‘g ) gter !&}'E| ik ax %'E ax %2' %3 %3
PULP open-source system with a PULP SoC [microcontroller) domain a PULPissimo open-source system with a PULP SaC domain, but no I:IJMMH' ! 'L"IMWI | SPM c g !33. b ML P :,"£ :£§ nesan 35- :n'é = =

Cache Cache | s — = : =
accelerated by a PULP cluster with 8 cores. cluster, P . § . _} ? T _F-‘!‘-’"\ﬂ-rv' nmv.TI _I Im
: £= R TCDM Interconnect
SystemVerilog traz %3 SystemVerilog Yr2es %137 |L2Cache&?oh.lnterco.!/___ e Clulster g FEEN 3 ¥ l l
| 1 s 5 1= : 5 13 1 E—— <1 | _
| System Interconnect = MMlU o= € : “1.| DMA =2 RV > RV32 2 Rv32 [ I;lxed-
¥ ) g . é! linmne-u. PEO =& | PEL & PEP1M aLcTeCL
— o o = - - |
l;_l snitch  Public Q hero Public | Memeory Ctrl & PHY = ~— Cluster | = §| R _|_|_'!_=_.Iru_r__t_l_r}_r]_']‘g!}l:h__
Accel- < . C1 - = |~==' Shared Instruction Cache
Lean but mean RISC-Y system! Heterogeneous Research Platform (HERD) for exploration of to main memory erator | -
i LMA MATER STUDIORUM . . T s
ETHzurich @) UNTVERSITA DI BOLOGNA Frank K. Gurkaynak - The first 10 years of PULP Platform and open source HW 16



https://github.com/pulp-platform
https://github.com/pulp-platform
https://github.com/pulp-platform
https://github.com/pulp-platform

Most of our Open Hardware is still only RTL

3rd Party IP Blocks

Behavioral Physical

Verification Manufactu riné
TS
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State of Open Source for Hardware: Rapid Developments Q%

TYPE EXAMPLES STATUS
Open Specifications RISC-V Established
Architectures PULP Quite mature
Implementations in RTL Snitch, Hero Many

TS
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State of Open Source for Hardware: Rapid Developments Q%

TYPE EXAMPLES STATUS
Open Specifications RISC-V Established
Architectures PULP Quite mature
Implementations in RTL Snitch, Hero Many

Open source Hard IP FLL, DDR PHY.. Very Limited

o {"A‘\ T S
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State of Open Source for Hardware: Rapid Developments Q%

TYPE EXAMPLES STATUS

Open Specifications RISC-V Established

Architectures PULP Quite mature

Implementations in RTL Snitch, Hero Many

Open source Hard IP FLL, DDR PHY.. Very Limited
N

Process Design Kits oepe“de“ Skywater 130nm Just Started

ETH:zurich v%}, ONIERSTA BT HOLBGNA Frank K. Giirkaynak - The first 10 years of PULP Platform and open source HW ZOQ

—



State of Open Source for Hardware: Rapid Developments Q%

TYPE EXAMPLES STATUS
Open Specifications RISC-V Established
Architectures PULP Quite mature
Implementations in RTL Snitch, Hero Many

Open source Hard IP FLL, DDR PHY.. Very Limited
Process Design Kits Skywater 130nm On its way
Open Source Tools Open Lane Quite usable
ETHzirich ©© woasassy Frank K. Girkaynak - The first 10 years of PULP Platform and open source HW
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What is PULP doing to maintain our cores?

« We (ETHZ and University of Bologna) are research groups
« Motivated to develop new architectures and systems
« We needed efficient RISC-V cores (and peripherals) for our work

* Not so good (or interested) in providing industrial level support for these cores

 We need help to

* Provide support

=
L
ENEEEN

« Develop industrial verification

JdEEI EEEE=TT%
= ===
in

FLL

« Governance of open source repositories

* Happy to receive this help from
« Open HW group (Ariane -> CVAG, RI5CY -> CV32E40P)
« LowRISC (ZeroRiscy -> Ibex)

Ot lowRISC

SSV TS
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Academic open source =2 Industrial open source Q%

« OpenHW Group is a not-for-profit, " OPEN HEW
global organization (EU,NA,Asia) driven -:‘E; PROVEN PROCESSOR IP
by its members and individual 100 sentee_ [ -Awo Fa—
contributors where HW and SW ©@=— _ I — .
designers collaborate in the GrF CAES @oso g :CSem  oatum
development of open-source cores, B @romom @ Epoiol  SEESE s

related IP, tools and SW such as the BEER v @GF o) o [l
Core_v famlly Of cores. EIJ{L\NIE preMinaThedLa |n—rperas|NTR|NS|x "-:'l-'“ﬁ!_?
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J d [I E.-” @ KALRAY ‘.L?" -2 metrics ML LN; Mnacs m

 OpenHW Group provides an o e g/ “E2@] €=~ Qimios
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Industrial Collaborations

Cewesnnnnnnsene satenns’t

Caunesensasaney

@ickLogic® GREENWAVES | } ?

life.augmented

PULPv1,2,3 (ST28 FD) Arnold (GF22) Vega (GF22) Marsellus (GF22)
Demonstrators of 28nm loT SoC combining eFPGA loT Processor with loT Processor with low power modes
FD-SOI capabilities with RISC-V core ML acceleration and Al Accelerators

Various publications ‘15— ‘18 Schiavone et al TVLSI 19 Rossi et al ISSCC ‘21 Conti et al ISSCC 23

Rossi et al JSSC ‘22

Currently working with Meta, Intel, GF, IHP, PragmatIC, IIT D form and open source H 24gTS



Open source collaboration scheme explained

. Private |

i GREENWAVES }s

4

Custom
Designs

resources

clone
issues

commits

o~ G ALMA MATER STUDIORUM T s
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So proud to have supported others in their research

Smallest RISC-V Device
for Next-Generation
Edge Computing s

I RISC

Our 1%t gen. processor and.‘Z.SD integrated device

SoC size: 300um x 250 um, GF14LPP

H SoC arch: Based on PULPino (RV32IMC)
gl On chip memory: 2KB data SRAM

H + Authentication engine

= #H + Analog custom circuits(LDO, Clock/Reset, PD/LED IF)

RISC-V week Barcelona 2018

A
v

«®PULPino

An 8-core RISC-V Processor with Compute near Last Level Cache in Intel 4 CMOS
Gregory K. Chen, Phil C. Knag, Carlos Tokunaga, Ram K. Krishnamurthy
Circuit Research Lab, Intel Corporation, Hillsboro, OR, USA, gregory.k.chen@intel.com

< 1939 ym > A RVBAGC
/ c ore: Exec ution Out-of-order
L1 L 16kB/core, 4-way
thtg L1D 8kB/core, 4-way
e "--:, ] NoC 64b 2D Mesh
% L2UC 512k B, 4-way
EF 03 LLC BW1GHz 1.0 Tois
— CNC Area Overhead 1.4%
#CNC MACS 128
CNC RF 1k B/slice
- Energy EM. 0.6V 285 GOPSW
LLC Energy Eff. 0.6V 1.6 TOPSW

VLS| Symposium 2022

The Deep Learning Revolution —

and Its Implications ¢ Go
for Computer Architecture i ’
and Chip Design ™ Pa—

Presenting the work of many people at Google E

gle

Article
Jeff Dean Agraph placement methodology for fast
Google Research chip design - Tt "

hitpefda oakas

Elsradhion Benghest, B Wana . Yo

ok

e e

1

EMF'“- — s

i il iin i At M, S Ped’, Arcly Tort',  — 2
Aocepted 13 Aprl 2021 Guwas V. Le'. James Lawdon’, Richestt |
Published online: 8 hune 2021

L3

Far etlocked Arisns BISCTCH)

AutoDMP: Automated DREAMPlace-based Macro Placement

Anthony Agnesi Puranjay Raj hi Tian Yang Geraldo Pradipta
e Anvidia.com prajvanshi dia.com tiyang(@nvidia.com gpradipt idiacom
NVIDIA Corporation NVIDIA Corpoeration NVIDIA Corporation NVIDIA Corporation
Aunstin, TX, USA Santa Clara, CA, USA Santa Clara, CA, USA Santa Clara, CA, USA
nVI D I A Austin Jiao Ben Keller Brucek Khailany Haoxing Ren
® i Rz benl R R HEE ot el

NVIDIA (:orpomﬁnn
Austin, TX, USA

NVIDIA Corporation
Santa Clara, CA, USA

N\EDIJ\ Corporation
Santa Clara, CA, USA

NVIDIA Corpaoration
Austin, TX, USA

oMy “
erey g L L AL R RA R ¢4 =
Figure 7: Pre-CTS placements of the logical groups and cell
densitics of the MemPool Group designs using NanGate
45nm process (freq. = 333 MHz, density - 68%). Congestion
(H/V): Innovus (2.66%/1.54%), AutoDMP (3.48%/1.86%).

ISPD’23
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PULP chips until now — 55 manufactured—5on theway 4%

2013 2014 2015 2016 2017 2018 2019 2020 2021 2022
(3) (5) (10) (3) (2) (6) (7) (3) (7) (7)

B
\; —-” % e : =
?V : 3
" s =
| “{eabs 3
|
\ [

PULPv1 Diana Fulmine VivoSoC 2.001 Mr. Wolf Poseidon Baikonur Dustin Kraken Occamy

STM 28FDSOI UMC 65 umc 65 SMIC 130 TSMC 40 GF 22FDX GF 22FDX TSMC 65 GF 22FDX GF 12LPP

Multi-core 4-core system 4-core system Mixed signal 8+1 core loT 64bit RISC-V Dual 64bit RISC-V 10T processor loT processor ML accelerator

processor with with ML and system for processor core, 32bit core, 3x 8core  with 16 cores with Spiking with 216 +1
approximate Crypto biosignal Microcontroller shitch clusters, and QNN Neural and cores and HBM
FPUs accelerators acquisiton system, ML Body biasing test enhancements Ternary interface

vehicle Inference

Check http://asic.ethz.ch for all our chips e 27§TS
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Coming soon from the PULP team

loT processor with a twist Going all the way in
a kHz range design open source w

Pragmatic

Carfield

Cars (and cats) can also use
a bit of PULP 432 core

||

intel chiplet in 12nm
P G T

ETHzurich (@f) ONIERSTA BT HOLBGNA Frank K. Giirkaynak - The first 10 years of PULP Platform and open source HW 28 Qs
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A bit of a public service announcement Q%

P

RISC-V Summit Europe Barcelona
2 RISCYA

|
| BN

.," 5 : -
)
, Y e ) " nin
4 g

Join us in Barcelona — Registration open - https://riscv-europe.org/index.htnq

Monday Frlday 5-9 June 2023

) | € TS _
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Parallel Ultra Low Power

There is much more to come ...

Qhttp:llpulp-platform.org , @pulp_platform
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Our latest design Occamy: 0.75 TFLOP/s, 400+ cores

Chiplet based design

2x Compute chiplets (Occamy)
« 216+1 RISC-V cores

« GF12LPP

* Runningat 1 GHz

2x 16GByte HBM memories

Silicon Interposer (Hedwig)

Finished in less than 15 months

* Taned out on 15t of Julv 2022

.d open source HW

. - 2= : e
> Y ™.
= ~ A5 X . A < )
< > K B S 5 > AL iy
v’ Rl < 2N Z e N e
- ~ e e N -
~ % G ~ .
~. ~ B ;. ' > N
» - e
i 4 Sz L) = ~
. 4 ~ ~ ~
A w1 % . o N
% 4 s - N = SN -, ~
PN > = T~ e < et S
> ~ = B & ~ < N e
ks N > z i N % :
o N
i ~ - g > B
. : - e =]
7 . N Brenk
’ 2N PN . ~ =
” < . =,
s 2 <8 . il — 4
~ S > =<
= - i
- ——
2N N
° o . o e ————— —
g (] 5 : i
. St
W o
[Badierirafiiless "
- k
\




Flipside of RISC-V extensions: Many many extensions

https://wiki.riscv.org/display/HOME/Specification+Status

Zacas, Smaia, Ssaia, Zfbfmin, Zvfbfmin, Zvfbfwma, Ssqosid, Zicond, Zxmctr,
Smcntrpmf, Sdext, Sdtrig, Smclic, Ssclic, Suclic, Smclicshv, Smclicconfig, Svadu,
Zjid, Zimop, Zihintntl, Zbpbo, Zpn, Zpsfoperand, Zjpm, Smrnmi, Zfa, Zisslpcfi,
Sscdeleg, Smcdeleg, Sspmp, Zvbb, Zvbc, Zvkg, Zvkn, Zvkned, Zvkng, Zvknha,
Zvkbnhb, Zvks, Zvksed, Zvksg, Zvksh, Zvkt, Zvknf, Zvfh, Zvfhmin, Zca, Zcb, Zcd, Zce,
Zcf, Zcmp, Zcmt, Zicntr, Zihpm, Shcounterenw, Shvstvala, Shtvala, Shvstvecd,
Shvsatpa, Shgatpa, Sscounterenw, Ssstateen, Sstvala, Sstvecd, Sstvecv, Ssu64xl,
Svade, Svbare, Za128rs, Zab4rs, Ziccamoa, Ziccif, Zicclsm, Ziccrse, Zic64b, Ztso,
Zmmul, Zawrs, Zve32x, Zve32f, Zveb4x, Zveb4f, Zve64d, Zba, Zbb, Zbc, Zbs, Zfinx,
Zfh, Zfhmin, Smepmp, Zbkb, Zbkc, Zbkx, Zknd, Zkne, Zknh, Zksed, Zksh, Zkn, Zks,
Zkt, Zk, Zkr, Sm1p12, Ssip12, Sv57, Zicbom, Zicbop, Zicboz, Smstateen, Sstc,

Sscofpmf, Svmva/ Svnapot Svpbmt, Zihintpause gTs
33
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Open Source Hardware licensing still a critical issue Q%

« Two main flavors, divided opinion
« Permissive (Apache, MIT, BSD..): Favored by the industry, minimum obligations
« Reciprocal (GPL, LGPL,..): Feared by industry

* In theory, it should be possible to have reciprocal licensing for open hardware
« For example text of LGPL problematic for IC Design use.
« Cern OHL (https://cern-ohl.web.cern.ch/), comes in many flavors (reciprocal, permissive)

« Still more work needed, not many people understand issues of IC Design

« Lawyers (in companies) prefer well-known licenses (less work for them).

« PULP uses Solderpad (http://solderpad.org/licenses/)

« Permissive license based on Apache

* Clarifications for hardware use added by Andrew Katz
« Had no issues (so far) neither with academic nor industrial collaborations
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