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= Part 2 - Advanced RISC-V Architectures
= Going 64 bit
= Bottlenecks
= Safety/Security
= \ector units
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Low Cost DSP Streaming Linux
Core Enhanced Compute capable Core
Core Core
= Zero-riscy = RISCY = Snitch = Ariane
= RV32-ICM = RV32-ICMFX = RV32- = RV64-IC(MA)

= Micro-riscy  * SIMD ICMDEX = Full
. RV32-CE " HW loops privileged
* Bit specification
manipulation
= Fixed point

ARM Cortex-MO+

ARM Cortex-M4 ARM Cortex-A5
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ing with RISC-V

From loT to HPC
= For the first 4 years of PULP, we used only 32bit cores

= Most loT near-sensor applications work well with 32bit cores.
= 64bit memory space is not affordable in an MCU-class device

= But times change:

= | arge datasets, high-precision numerical calculations (e.g. double precision FP) at the
loT edge (gateways) and cloud

= Software infrastructure (OS - typically linux) with virtual memory assumes 64bit
= High-performance computing, being hot again, requires 64bit
= Research question — pJ/OP on 64bit data+address space is possible? How?
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ing with RISC-V

An application class processor

= Virtual Memory = Larger address space (64-bit)
" Multi-program enviranment = Requires more hardware support
= Efficient sharing and protection = MMU (TLBs, PTW)
= Operating System » = Privilege Levels
= Highly sequential code = More Exceptions (page fault, illegal access)

= Increase frequency to gain performance , P
_ —Ariane an application class processor
= Large software infrastructure

= Drivers for hardware (PCle, ethernet) ®

®
= Application SW (e.g.: Tensorflow, ...) '/'

NOT an ARM Cortex-A killer!
“Controller” core with must-have features for 64bit OSes
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ing with RISC-V

ARIANE: Linux Capable 64-bit core

= Application class processor = 6-stage pipeline

= Linux Capable = |n-order issue

= M, S and U privilege modes

= Qut-of-order write-back

- TLB = |n-order commit
= Tightly integrated D$ and 1$ = Branch-prediction
= Hardware PTW = RAS

= Optimized for 1+GHz clock speed " Branch Target Buffer

= Frequency: 1+ GHz (22 FDX)
= Area: 100s kGE (200-400) = Scoreboarding
= Critical path: ~ 25-30 logic levels

= Branch History Table

= Designed for extendibility

F. Zaruba and L. Benini, "The Cost of Application-Class Processing: Energy and Performance Analysis of a Linux-
Ready 1.7-GHz 64-Bit RISC-V Core in 22-nm FDSOI Technology," in IEEE Transactions on Very Large Scale
Integration (VLSI) Systems, vol. 27, no. 11, pp. 2629-2640, Nov. 2019
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ing with RISC-V

Absolute minimum necessary to boot Linux?

= Hardware = Software

= 64 or 32 bit Integer Extension = Zero Stage Bootloader
= Atomic Extension = Device Tree Specification (DTS)
= Privilege levels U, S and M = RAM preparation (zeroing)

= MMU = Second stage bootloader
= FD Extension or out-of-tree Kernel patch = BBL
= 16 MB RAM = Uboot
= |nterrupts e

= Core local interrupts (CLINT) like timer and = Linux Kernel

inter processor interrupts = User-space applications (e.g.: Busybox)

= Serial or distro
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@Ariane JARC |/

|
Speculative Regime 1 -order Issue 5 -order

chitechtural

O

EGbmmit

PC Gen o APE
« Select PC : | lT
2. Instr. Fetch | —

® TLB - Scoreboard ,

«  QueryI$ e
3. Instr. Decode {CODrzggzs;fd’

to cache controller
external interrupt unit

timer

« Re-align ] ;
+ De-compress - )
 Decode ‘

4. |ssue
« Select FU
 |ssue 5 g

5..Execute e N :

6."Commit ’ 2 -
1. Write state ==
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ing with RISC-V

Frequency-IPC trade-off

= Frequency: = Increased bubbles due to:
= [ncrease frequency through pipelining = Data Hazards => Forwarding
= Modern Intel CPUs have around 10 - = Structural Hazards = Scoreboard
20 pipeline stages = Control Hazards = Branch Prediction

= Adds significant complexity on the
cache interfaces
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Working with RISC-V

Data Hazards = Forwarding

%2) 0(x7)

Id
addi x3, %2

1

0

Data Hazards - Forwardin

‘ 1S D$
A A
PC Gen IF D Issue EX Commit
i Speculative Regime I In-order Issue Qo0 WB 'In-order
i [ b | | Architechtural
Instruction Queue - Commit
| CSR : - | comimit | AP?L
|| Read , 4 | |
' ITLB E;
| | h 4 h 4 b
| | > Re | | o
i . aligner Scoreboard o —1 Write
| |
o
i epc | Compressed - 5
i = : Decoder 3 i 8
pc npc I @ ]
| ) , Regfile 2% 5
. Read CSR Buffer 3
| |
I ! 4 = = Regfile
| - —I! Multiplier '— 1 Write
=
|
| BHT | ]
| BTB
. 'g | Privilege Check
! | = g | ;
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[ PC g J = S |
] Select T
| | |
I | | predict taken |
b b bl I
Frontend Backend
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ing with RISC-V

Scoreboarding l
= Hide latency of multi-cycle instructions
, , .| _PTW
= Clean and modular interface to functional ® s
units => scalability (FPU) DTLB
= Add issue port: Dual-Issue implementation : ot E
= Split execution into four steps: e
= Issue: Relatively complex issue logic (extra pipeline-stage) — Multiplier
= Read Operands: From register file or forwarded % [Branch Unit
= Execute
= Write Back: Mitigate structural hazards on write-back path 2 cycles
1t itfa. mul x4, x4, x5
= Mitigate structural hazards on write-back port ~ mut e
* Implemented as a circular buffer ™\ retire same cycle
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Decode:
1d x1 €= x2(0)

|SSU€ FU OP rd srcl src2 result exception COmm|
#0 «

o O O

I} 3
1 43 1
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Working with RISC-V

Scoreboard - 3 cycle instruction (LD)

Issue V FU OP rd srcl src2 result exception Comm|
Decode: w0 LSU LD xI x2 x0 0 No —
1d x1 €= x2(0)

o O O

I} 3
1 43 1
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Working with RISC-V

Decode:
1d x1 €= x2(0)
mul x2 é X2, X2

Issue
—

<

LSU

Scoreboard — 2 cycle instruction (MUL)
Commi
LD x1 x2 x0 0 No <=

MUL

MUL x2 x2 X2 0 No




Working with RISC-V

Scoreboard - single cycle instruction (ALU)

FU OP rd srcl src2 result exception Commi
Decode: 0 LSU LD xI x2 x0 O No G
1d x1 € x2(0) lssye/0 MUL MUL x2 x2  x2 0 No
mul x2 €= x2, x2 m=p 0 ALU ADD x3 x0  xO 16 No
addi x3 e x0, 16 0




ing with RISC-V

Scoreboard — Multiple Write Back
Commi
LD prE—

Decode: 1 LSU x1 x2 | x0 | Ox5555 No
d x1 € x2(0) 1 MUL MUL x2 x2  x2  OxAAAA No
mul x2 €= x2, x2 Issye|l ALU | ADD xxto x0 | 16 No
addix3 €-x0,16  w=sp{0 ALU ADD x2 %3 xI O No
addi x2 é x3, x1 ‘ fO rward

3
1 43

Co
o
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Decode:
Id x1 é x2(0)
mul x2 é X2, X2
addi x3 e x0, 16
addi x2 é x3, x1
Id x1 €= x2(128)

ISsue s OP rd srcl src2 result exception

== 0 LSU LD x1 x2 x0O 128 No cCommi
1 MUL MUL x2 x2  x2  OxAAAA No <=
1 ALU ADD x3 x0 x0 16 No
1 ALU ADD x2 x3 xI | OXAABA No




ing with RISC-V

Scoreboard — Exception
Issue MR e

Decode: m=P 1 LSU LD xI x2 x0 128 Yes
Id x1€x2(0)

mul x2 é X2, X2

addi x3 e x0, 16

addi x2 é x3, x1
Id x1 é x2(128)




ISsue s OP rd srcl src2 result exception

Decode: m=P 1 LSU LD xI x2 x0 128 Yes
Id x1€x2(0)

mul x2 é X2, X2

addi x3 e x0, 16

addi x2 é x3, x1
Id x1 é x2(128)




ISsue s OP rd srcl src2 result exception Comm|
w1 LSU LD x1 x2 x0 128 Yes G

Decode:
Id x1 é x2(0)
mul x2 é X2, X2

o O O

addi x3 e x0, 16

addi x2 é x3, x1

1d x1 €= x2(128) ‘ ‘ .
§J 3 3 3
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ssuc TN C o mi
] 0 <

Decode:
Id x1 é x2(0)
mul x2 é X2, X2

o O O

addi x3 e x0, 16

addi x2 é x3, x1

1d x1 €= x2(128) ‘ ‘ .
§J 3 3 3
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= Branch Target Buffer

= Branch History Table
= 2-bit saturation counter

| | Control Hazards
| | £ .g.\ ] ] [] ]
B K = Anti-aliasing bits
| =5 =4 -> Branch Prediction
i | | aligner Scoreb i
I | | | |
[ g *”‘1—43_‘ ; | iy 1 |
1 I | 1
| ’/ | | Decoder |
| | |
| H BHT \
: a1, | taken?
| | 2 E_}g
| P | MG g i
f ull P bneq x4, x6, pc + 16
cae g -
-3 = ® addi x3, x2, 10
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= Caches are a necessity for larger systems

= Private L1 caches

= |$ (16 kByte, 32 entries, 16 byte cache line, 4 way)

-1,41% MR (Linux Boot)

= D$ (32 kByte, 32 entries, 16 byte cache line, 8

way) - 3,17% MR (Linux Boot)

= L2 cache (outside core domain)

= SRAMSs (cache memories)

are slow compared to regular

logic

= Virtually indexed, physically

Cycle 0:

tagged data cache

| VPN

L1 Cache

I
TLBTag | TLBData LH

Cycle 1:
hit/miss?

physical page number
44




ing with RISC-V

Memory Interfaces

= Load and stores are very common in RISC

architectures

= Caches add (costly) tag-comparison

» Address translation adds to this already critical path

= Afast CPU design needs to account for these effects
as much as possible

= Virtually indexed, physically tagged caches
= De-skewing
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ing with RISC-V

Memory Management Unit (MMU)

= Essential for supporting Linux Virtual Address

= Ariane implements 39-bit page based
address translation (SV39)

= SV39 supports three levels of page tables

= 1st]evel: 1 gigabit-pages ‘
= 27d |evel: 2 megabit-pages
= 3 |evel: (regular) 4 kilobit-pages il

TLB MISS

= Configurable number of TLB entries ‘

= Hardware page table walker allows for Physical Address
efficient TLB miss management
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Virtual Page Number 2 Virtual Page Number 1 Virtual Page Number 0

Physical Page Number Base (CSR)

10 0 O O O O OxDEADBEEF Pointer to next level PTE

11 0 0 0 0 0 OXCOFFEEBABE Leaf Node (1 Gigapage)
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OXDEADBEEF

0

0O 0 0 O

O0xCOFFEEBABE

Virtual Page Number O

Analogous with third
and fourth level

Pointer to next level PTE

R W A D G PPN
0O O O O O OxAAAAAAAAA
1 O O 0O O OxBBBBBBBBBB

Leaf Node (2 Megapage)
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ing with RISC-V

Full Debug support
= JTAG interface ebB 7‘“31]]]]]1“*

= OpenOCD support

= Debug Bridge to communicate with I i
hardware —
= Allows for: . I
= run-control
= single-step s
= inspection = 16 performance counters - not yet
RISC-V standard

= (hardware) breakpoints
= Trace task group working on PC
tracing (we participated)

Essential for SW debug and hardware
bring-up
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Working with RISC-V

Verification
RISC-V Tests

Torture-Tests: constrained
random verification

Google UVM-based
Verification framework

Cl-tests
FPGA mapping
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ing with RISC-V

= Minimum set of peripherals
to boot Linux

= Code is on SD Card

= Zero-stage bootloader is on
SystemVerilog boot ROM

= Serial I/O

Minimal Ariane SoC

SIZE Conv

s

Fad

AXI CDC

-,

AXI CDC

DDR

SPI Boot ROM

Kilinx SPI

SIZE Conv AXI 2 Mem

P

RTC

fa

AXl| 4 - Crossbar > > CLINT

o

S

AXI 2 APB § AXI 2 APB

PLIC

Ariane

timer interrupt

external interrupt
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If you are really passionate about cache coherent “scalable” machines...

Tile Tile

= Boots SMP Linux

= New write-through cache
subsystem with invalidations
and the TRI interface

~~1 = LR/SC in L1.5 cache

sD

L -] | ® Fetch-and-op in L2 cache

= RISC-V Debug
OpenPiton+ Ariane: The First Open-Source, SMP Linux-booting RISC-V i
System Scaling From One to Many Cores = RISC-V Perlpherals

OpenPiian

FE

LSy

ore =P

ACACES 2021 -


https://parallel.princeton.edu/papers/balkind_carrv2019.pdf

ing with RISC-V

Open-sourcing
= Ariane has been open-sourced in February 2018
= Continued development on public GitHub servers

= We provided a Verilator port for an easy first evaluation
enHWGroup - CV6A

" Now supported by Op

by 1]
A = Fe-usa AssEMIDNS
Manually entien :| Insstruction Memigry | Wemory Magped Iroern
| Tes.I-F"ruf__“.!.:.’lnls- ioaded from h-n:-li!lr. Virtual Penipharals Fl_:lrrr'lEI: '-."l_E'"?'H'.'-E‘.l:'ﬂ_
Toolchain invokad | Y : i
5 - 11— : Drarbuag l
by LWVM run-liow | \ SVA . - [pmerpen,
" UM Seguances
RN ﬂ%{ ird Intarupl indapendent of

_‘m eildhen LY g Agent | Tesl-Pragram
¥ T == '
% | LR,
| . CV32/64 RTL | [vnaaee]
Mos test-prograrms | © 4
fnam GIZL:J?IE g”EIf]r'::':iTl:lr . Funectional EI:J'H'E'I'EQE 51:|:l
) ! Corm pare

Ioeras
Uvid RISC-Y Reference Model

RM runs eame
| program as Cora

-
-l
[

make SIMULATOR==sim> +UNM_TEST=riscv-dv-test
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R

Ariane on Silicon

= 6-stage, integrated cache
= |n order issue, out-of-order write-back, in-order-commit

= Supports privilege spec 1.11, M, S and U modes
= Hardware Page Table Walker

_ S

= |n 22nm: ~0.9GHz WC (SSG, 125/-40C, 0. 72V) 1.1GHz Meas @0.8V g 1
= 8-way 32kByte D$, 4-way 32kByte 1$
= Core area: 175 kGE (210 with TP FPU) |

= Application-class features are not cheap
= 38% area in TLB, PTW, 23% scoreboard
= 51.8pJ/op vs. 10pJ/OP in 22FDX @ 0.8V vs. RI5SCY .
= |PC 0.85 vs. 0.94, 1.7GHz vs. 690, just 2.1 faster than RI5CY




Working with RISC-V

8-bit Training ASICs,
N.Wang et al, NazuLll:§ 2018

L 16-bit

16-bit Training
Training

4-bit Inference ASICs,
8-bit Inference J.Choi et al
hiips:Harxiv.ong/pdf/1805 .04
J.McKinstry et al
https:/farxiv.org/abs/1808.

Inference
2-bit Inference ASICs,
J.Choi et al, submitted

2012 2015 2018 2021
GPU Era for Al: 1x -

T T—
= Flexible (cycle by cycle) precision
modulation (FP)-2>transpecision
= Save precious DRAM bandwidth

= Custom number formats
= Use float8, float16, float16alt

Low-BltW|dth Floating point Formats

s exponent mantissa

(LT TTTTTTTTTTTTTITTTTTTTT] 1BE€E binarys2
T T i o e i sianyee. CUStom binary 18at
| d i han bi 32 .
O TTTTTTTT - ocs oecion man tnaryaz |EEE binary16
| N |

[-:l:l - same dynamic range as binary16
- less precision than binary16

1 —5—J3 121

custom binary8

[Ty Ty T [T
Dparnunr Gl Bladk T 1 T g .AI:IDHL.L Cpeo ratinn B0 GORA
I-.\:]rhullm F -n||—|-|I S-Hrn-: o d Silmncing Eﬂlﬁhl

i 15 5 R B8 O R X --““L.‘iﬂi -‘i-

FPe4 | [ FP32| | F r-11-r.. FFiG| | FPs Mulll-Forman
Al
| S SHics Sk Siace | o Slice
-l [T 5y : '|Il|l
", I-'h.wl i'r'b rﬂ.'w:r . ;
.-__.-'
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o’ \‘ /'/ !
N ,-ff 3
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hlaM-Boxing | Veclor Fachking
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ing with RISC-V

FP Precision and Energy trade-off

= Trade-off floating point Relative Energy Cost of FMA instructions, per FLOP
- . . 100.00%
precision for instruction
energy

Scalar Vectorial (SIMD
100.00% — = ( )

75.00%

= Energy cost of FP
operations is super
linearly proportional
to data width

= Smaller FP formats take o FP32 e FP16alt -
less latency to complete

50.00%

25.00% 8.73% 18.20% 16-10%

Normalized Energy per FLOP

= SIMD style vectors yield higher throughput

= Improve energy to solution and time to solution up to 7.95x and 7.6x for FP8 workload gl
" PEAC
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More FP Perf, efficiency: The “V” Extension

Instruction

Queue
Ariane pd | ns ARA

1GHz
2 DP GFLOPS
8 GB/s

1$, D$ MMU

1GHz
8 GB/s

>

Instruction

64b

Interconnect

64b
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Instruction
Queue

— HEE

Ariane
1GHz
2 DP GFLOPS
8 GB/s

ACK/TRAP

1$, D$ MMU

Instruction

64b

256b §| 256b || 256b | 256b | 256b | 256b | 256b | 256b
Wide fWide j Wide | Wide | Wide § Wide | Wide | Wide
Bank | Bank | Bank | Bank | Bank | Bank | Bank | Bank

VRF arbitration unit

64bit ~ 64bit  64bit = 64bit
FP FP FP FP
FMA FMA FMA FMA

Writeback

Load ARA

Store

Unit Vector Unit

Interconnect

ACACES 2021 - Sept 2021



ing with RISC-V

Memory Bandwidth

= Arithmetic intensity

Operations per byte: data reuse of al
algorithm

One FMA — two operations

Compute-bound

= Memory-boundness and compute-
boundness

=

Performance [DP-FLOP/cycle]

=~
L

B {f=2—d—L{=4-—@-L=8—4—-C=16

I

= Aratargets 0.5 DP-FLOP/B

Memory bandwidth scales with the
number of physical lanes Arithmetic intensity [DP-FLOP/B]

i =T o

64

by
5
=

0.0625
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Working with RISC-V

X3
G,

RISC-V Vector Extension

= RISC-V “V” Extension
Cray-like vector processing, opposed to packed-SIMD

EXECUTE

"
E:) ()
E O
= |

()]

= Ara is based on the version 0.5
Work is being done to update it to the latest version
Open-source in 2020 (Q3)
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ing with RISC-V

Ara main datapath elements

. ALU, MUL and FPU MUL/FPUMast)<4b
= Transprecision functional units

Throughput of 64 bit per cycle s MUL/FPUB—
Packed-SIMD approach _’:E_’

= FPU — I
FP64, FP32, FP16, bfloat16

Independent pipelines for each data type
= Each with a different latency

M. Cavalcante, F. Schuiki, F. Zaruba, M. Schaffner and L. Benini, "Ara: A 1-GHz+ Scalable and Energy-Efficient
RISC-V Vector Processor With Multiprecision Floating-Point Support in 22-nm FD-SOI," in IEEE Transactions on
Very Large Scale Integration (VLSI) Systems, vol. 28, no. 2, pp. 530-543, Feb. 2020.
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= Per-lane Vector Register File
8 x 1IRW SRAM banks

Functional units only access
their own section of the VRF

Requires an arbiter (banking conflicts)
= Operand queues

Hide latency due to banking
conflicts on the VRF

One FIFO per operand per datapath unit:
10 x 64b queues

Similar queues for output operands

AAAAAAAA

SSSSSSS
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Instructions are issued non-speculatively
Bookkeeping by the sequencer

= Load/Store and Slide Units access all the VRF,
Connected to each lane
Scalability issue

= W =32.N bits wide memory interface

Keep Ara performance per bandwidth ratio at 0.5
DP-FLOP/B




Working with RISC-V

Matrix multiplication on Ara
= Standard algorithm (row times column + reduction) is slow
Highly sequential
= Use a vector of reductions instead

X3
G,
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ing with RISC-V

Matrix multiplication on Ara

= Standard algorithm (row times column + reduction) is slow
Highly sequential
= Use a vector of reductions instead

oo [ [ oo [ -2 [ = = B
0 ol o 28 I I . ‘
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ing with RISC-V

Matrix multiplication on Ara
= Standard algorithm (row times column + reduction) is slow
Highly sequential
= Use a vector of reductions instead




ing with RISC-V

Matrix multiplication on Ara

= Load row i of matrix B into vB vld vB, 0(addrB)
= for (intj=0;]<n;++) (Unrolled Loop)
Load element A[j, 1] 1d t0, o(addrA)

addi addrA, addrA, 8
vins VvA, tO, zero
vmadd vC, VA, vB, vC
1d t0@, @(addrA)

addi addrA, addrA, 8
vins vA, tO, zero
vmadd vC, VA, vB, vC

Broadcast it into VA
vC «—VvA.vB+VvC
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ing with RISC-V

Matrix Multiplication on ARA

= DP-MATMUL -
n x n double-precision matrix multiplication 0
C—A-B+C & “]E FPU
g 50
= 32n2 bytes of memory transfers R ¥
and 2n® operations e I
n/16 DP-FLOP/B 05 > " - :

Time E:u:!l.’]-]' cycles)

Compute-bound in Ara forn > 8
Functional unit’s utilization for a 16x16 DP-MATMUL
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ing with RISC-V

Issue rate performance limitation

= vmadds are issued at best
every four cycles

1 YlzEw]
& [21.7%]

Since Ariane is single-issue
= |f the vector MACs take less

5 [43.0%)
(2250

Sinon] Wiiaw

than four cycles to execute,
the FPUs starve waiting for

X 1045

&[5 K% el {53

Instructions
Von Neumann Bottleneck
= This translates to a

Performance [FLOP/cycle]

' TS

64

 EECTdEE]

boundary in the roofline plot

=2 —a—{=4—9—F=28

128 256
[ =16
8 16

Arithmetic intensity [FLOP/B]
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Working with RISC-V

pou =) Ul = H = o
- [ % - hes e - e P
Lt ] ) L s L
a a Ei a a . L E
2 =3 F £ F
o 3 o = 2 = E o
s L L Ly i L ¥ Lt
ak: a a a a a a o

|
Q
)
-—

=1 Front-end Ariane

Lane 1 Lane O v-\wﬁ. :

e CPE G &0
AR i (Rt e
ACT .. acrn

G TR L ST

ACTa L8670
@ T 8T
ACTO.. 8570
Juy SR, T
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Area breakdown

Front end
TSLDU
i
a JH Lane 0 Lane 1 Lane 2 Lane 3
§ g .
Sequencer  _ -~ e
b VRF Dueuc MUL FPU

L
Lane sequencer

» Clock frequency

1.25 GHz (nominal),
0.92 GHz (worst condition)

= Area:

3400 kGE, 0.68

mm?

. = 256 x 256 MATMUL

Performance; 9.8 DP-GFLOPS

Power; 259 mW

Efficiency: 38 DP-GFLOPS/W

~2.5x better than Ariane on same

benchmark

ACACES 2021 - Sept 2021



ing with RISC-V

Ara: Scalability

= Each lane is almost independent

Contains part of the VRF and its
functional units

= Scalability limitations

VLSU and SLDU: need to communicate
to all banks

= |nstance with 16 lanes:
1.04 GHz (nom.), 0.78 GHz (worst case)
10.7 MGE (2.13mm? in GF22)
32.4 DP-GFLOPS
40.8 DP-GFLOPS/W (peak)

16 ARAs give you 1TFLOP at 12W - NOT BAD!
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HPC Vertical: The European Processor Inltlatlve

European
Processor

Initiative |

Europe Needs its own Processors

Processors now control almost every
aspect of our lives

Security (back doors etc.)

Possible future restrictions on exports to
EU due to increasing protectionism

A competitive EU supply chain for HPC
technologies will create jobs and growth
in Europe

Sovereignty (data, economical, embargo)

BMW
GROUP
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High Performance General Purpose
Processor for HPC

High-performance RISC-V based
accelerator

Computing platform for autonomous
cars

Will also target the Al, Big Data and
other markets in order to be
economically sustainable
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