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Research Question
 

How to guarantee real-time responsiveness
of safety-critical components in 

virtualized MCS?



Background

• RISC-V Mixed-Criticality Systems

• Open, modular ISA with wide range of applications

• Supports virtualization through dedicated Hypervisor
extension

• Drives research in safety, security, real-time 
processing
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• Interrupt virtualization

• Extends hardware support for virtualization to 
interrupt controller

• Enables direct injection of interrupts to VMs

• Reduces interrupt latency by minimizing hypervisor
intervention
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RISC-V Interrupt Controllers
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• RISC-V base interrupt architecture [1]

• Original spec of interrupt

• Core-local + platform-level interrupt controllers

Supports
Virtualization

Designed for
Real-time

[1] RISC-V Privileged Specification
[2] RISC-V AIA Specification
[3] “Interrupting” the Status Quo (F. Marques et al.)

https://riscv.org/technical/specifications/privileged-isa/
https://github.com/riscv/riscv-aia
https://ieeexplore.ieee.org/document/10387321
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Our Work: vCLIC

“Enable fast interrupt response 
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vCLIC: design and architecture

• Design principles

• Modularity

• VSCLIC: direct injection of interrupts

• VSPRIO: prioritization based on VM criticality

• Configurability 

• Fine-grained tuning of resource utilization

• Compatibility

• Minimal deviation from CLIC spec*

ICCD Conference – 18/11/2024 5* implemented according to v0.7 of CLIC specification

https://github.com/riscv/riscv-fast-interrupt
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• Physical design*

• Minimal area overhead (<20kGE)

• Iso-frequency with existing CLIC (>1GHz)
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Conclusion

• We propose vCLIC:

• Virtualization extension of CLIC

• Up to 20x reduced interrupt latency wrt software emulation

• Limited area cost (<20kGE)

• First RISC-V interrupt controller designed for fast-interrupt 
response in virtualized systems
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https://github.com/pulp-platform/clic

Our work is open-source at:
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